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Abstract: This paper presents a systematic numerical algorithm to design optimal H∞
continuous-time controllers to robustly stabilize periodic orbits for hybrid dynamical systems in
the presence of discrete-time uncertainties. A parameterized set of closed-loop hybrid systems is
assumed for which there exists a common periodic orbit. The algorithm is created based on an
iterative sequence of optimization problems involving Bilinear and Linear Matrix Inequalities
(BMIs and LMIs). At each iteration, the optimal H∞ problem is translated into a BMI
optimization problem which can be easily solved using available software packages. Some
sufficient conditions for the convergence of the iterative algorithm are presented. The power
of the algorithm is then demonstrated in designing robust stabilizing virtual constraints for
running of a highly underactuated bipedal robot with 7 degrees of underactuation in the presence
of impact model uncertainties.
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1. INTRODUCTION

The main objective of this paper is to present a systematic
numerical algorithm to design optimal H∞ continuous-
time controllers for robust stabilization of periodic or-
bits for a class of hybrid dynamical systems arising from
bipedal locomotion. The robustness is achieved against un-
certainty in the discrete-time dynamics of hybrid systems.
Models of bipedal robots are hybrid with ordinary differen-
tial equations (ODEs) to describe stance and flight phases
and discrete transitions to describe leg toe-off and impact
with the ground (Hurmuzlu and Marghitu, 1994; Grizzle
et al., 2014, 2001; Westervelt et al., 2007; Chevallereau
et al., 2009; Ames et al., 2007; Ames, 2014; Spong and
Bullo, 2005; Spong et al., 2007; Manchester et al., 2011;
Dai and Tedrake, 2013; Gregg et al., 2012; Gregg and
Spong, 2008; Byl and Tedrake, 2008; Akbari Hamed and
Grizzle, 2014; Chevallereau et al., 2003; Morris and Griz-
zle, 2009; Sreenath et al., 2013; Collins et al., 2005; Byl
and Tedrake, 2009; Saglam and Byl, 2013).

While the problem of designing optimalH∞ controllers for
complex systems is well studied in the literature (Gahinet
and Apkarian, 1994; Doyle et al., 1991), existing results
are tailored for stabilization of equilibrium points of ODEs
and not periodic orbits of hybrid dynamical systems. The
most basic tool to investigate the stability of period orbits
of hybrid systems is the Poincaré sections method (Grizzle
et al., 2001; Haddad et al., 2006; Parker and Chua, 1989;
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Haddad and Chellaboina, 2008). One of the most serious
limitations in employing the Poincaré sections approach
to design H∞ continuous-time controllers is the lack of
closed-form expressions for the Poincaré map and its Ja-
cobian matrices. In particular, they need to be calculated
numerically and this becomes a real challenge for hybrid
mechanical systems with high degrees of freedom and
underactuation.

Previous work in the literature made use of different ap-
proaches to stabilize hybrid periodic orbits. One of these
approaches employs multi-level hybrid controller struc-
tures. In this approach, the stability of the orbit is mainly
achieved by higher-level event-based controllers (Grizzle,
2006; Westervelt et al., 2007; Akbari Hamed and Grizzle,
2014; Sreenath et al., 2013). This approach may result
in a potentially large delay between the occurrence of
a disturbance and the event-based control effort. Other
approaches employed nonlinear optimization techniques
for the simultaneous design of periodic orbits and sta-
bilizing continuous-time controllers (Chevallereau et al.,
2009; Diehl et al., 2009). These approaches minimize the
spectral radius of the Jacobian of the Poincaré map or a
smoothed version of that and cannot address the optimal
H∞ control design problems. An alternative approach has
been developed based on the moving Poincaré sections
analysis and transverse linearization to design time (phase)
varying LQR controllers (Manchester et al., 2011; Shiriaev
et al., 2010). This latter approach has not been extensively
evaluated on legged robots.

The contribution of this paper is to create an iterative
optimization algorithm based on Bilinear and Linear Ma-



trix Inequalities (BMIs and LMIs) to design optimal H∞
continuous-time controllers for hybrid models of mechan-
ical systems with high degrees of freedom and underac-
tuation. The algorithm acts as a powerful tool to design
a general form of robust optimal nonlinear controllers
including LQR and virtual constraints. Furthermore, it can
be effectively solved with available software packages. Our
previous work presented a non-iterative BMI optimization
framework for exponential stabilization of periodic walking
gaits (Akbari Hamed et al., 2014, 2015). Furthermore, a ro-
bustness analysis over two steps during stepping down/up
was presented for uneven ground walking. When extending
this approach to hybrid models of bipedal running, one
would need to apply the BMI optimization in an itera-
tive manner to stabilize the running gait. Furthermore,
the running models are more sensitive to impact model
uncertainties. This motivates us to present an iterative
robust stabilization algorithm to handle H∞ robustness
against impact model (i.e., discrete-time) uncertainties
over an infinite horizon of steps rather than two steps.
To do this, the current paper presents a new BMI frame-
work to design optimal H∞ controllers. Some sufficient
conditions for the convergence of the iterative algorithm
in stabilizing the hybrid periodic orbits are also presented.
The gait sensitivity norm was introduced in (Hobbelen
and Wisse, 2007) as a disturbance rejection measure and
demonstrated on a 2 DOF bipedal robot. This paper
provides additional results. In regards to feedback design,
the current paper presents a systematic H∞ algorithm to
reduce the sensitivity to impact models. Finally, the power
of the algorithm is demonstrated in designing optimal
H∞ nonlinear controllers for a 2D underactuated bipedal
runner with 7 degrees of underactuation.

2. ROBUST STABILIZATION PROBLEM

2.1 A Family of Parameterized Closed-Loop Hybrid Models

We consider a family of parameterized closed-loop hybrid
systems with one continuous-time phase as follows

Σcl :

{
ẋ = f cl(x,ξ), x− /∈ S
x+ = ∆(x−, ξ) + d, x− ∈ S, (1)

where x ∈ X represents the state variables and X ⊂ Rn
is the state manifold. The continuous-time portion of the
hybrid system is given by the parameterized closed-loop
ODE ẋ = f cl(x, ξ), in which ξ ∈ Ξ ⊂ Rp is a vector of
adjustable constant parameters. In addition, Ξ represents
a set of admissible parameters and the superscript “cl”
stands for the closed-loop system. Here, f cl : X ×Ξ→ TX
is a smooth (i.e., C∞) vector field, in which TX is the
tangent bundle of the state manifold X . The discrete-
time portion of the dynamics is then represented by the
parameterized reset law x+ = ∆(x−, ξ)+d, where ∆ : X ×
Ξ → X denotes a C∞ switching map. d ∈ D ⊂ Rn is
also an unknown and additive discrete-time disturbance to
represent the uncertainty in the reset model. It is further
assumed that D contains the origin. In our notation, x−

and x+ denote the state variables just before and after
the reset event, respectively. The solutions of the hybrid
system (1) undergo an abrupt change according to the
reset law on the switching manifold S given by S :=
{x ∈ X | s(x) = 0}, where s : X → R is a C∞ real-valued
switching function satisfying the condition ∂s

∂x (x) 6= 0 for

Fig. 1. Illustration of the closed-loop hybrid model (1)
with one continuous-time phase. The solid and dashed
curves correspond to the flows of the continuous-
and discrete-time dynamics ẋ = f cl(x, ξ) and x+ =
∆ (x−, ξ) + d, respectively. The uncertainty in the
discrete dynamics is shown by the cloud around the
dashed curve.

Fig. 2. Illustration of a closed-loop hybrid model with two
continuous-time phases for bipedal running. Using
(Grizzle et al., 2014, Proposition 4), one can present
an equivalent hybrid system with one continuous-time
phase as in (1), whose reset map ∆ can be expressed
as ∆ := ∆2→1 ◦F2 ◦∆1→2, where F2 denotes the flow
of ẋ2 = f cl

2 (x2, ξ) (second phase) and “◦” represents
the composition. In this model, the uncertainty d of
(1) can arise from uncertainties in ∆1→2, ∆2→1 and
F2 as shown by the clouds.

all x ∈ S. Figure 1 represents a geometric description for
the closed-loop hybrid model (1) in the state space. Figure
2 demonstrates that the hybrid model of bipedal running
with two continuous-time phases can be represented by an
equivalent hybrid system with one continuous-time phase
as given in (1).

The solution of the parameterized ODE ẋ = f cl(x, ξ) with
the initial condition x(0) = x0 is denoted by ϕ(t, x0, ξ) for
all t ≥ 0 in the maximal interval of existence. The time-to-
reset function is then defined as T : X × Ξ → R>0 as the
first time at which the ODE solution ϕ(t, x0, ξ) intersects
the switching manifold S, i.e.,

T (x0, ξ) := inf {t > 0 |ϕ(t, x0, ξ) ∈ S} . (2)

2.2 Invariant Periodic Orbit

Throughout this paper, we shall assume that the following
assumption is satisfied for the family of hybrid systems (1).

Assumption 1. It is assumed that there exists a common
period-one orbit O for the family of closed-loop hybrid



models in the absence of the disturbance (i.e., for d = 0)
such that the following conditions are satisfied:

(1) Transversality: The periodic orbit O is transversal to
the switching manifold S, i.e., {x∗} := O ∩ S is a
singleton and Lfcls(x∗) := ∂s

∂x (x∗)f cl(x∗, ξ) 6= 0 for

all ξ ∈ Ξ, where O represents the set closure of O.
(2) Invariance: The periodic orbit O is invariant under

the choice of closed-loop parameters ξ, i.e.,

∂f cl

∂ξ
(x, ξ) = 0 ∀(x, ξ) ∈ O × Ξ (3)

∂∆

∂ξ
(x∗, ξ) = 0 ∀ξ ∈ Ξ. (4)

Transversality implies that the periodic orbit O is not
tangent to the switching manifold S. In addition, invari-
ance states that the solution of the nominal and unper-
turbed hybrid system (1) starting from an arbitrary point
on the orbit O is preserved under the parameter choice.
However, the parameters will be tuned to improve the
robust orbital stability of the periodic orbit O in Section
3. If one takes the initial condition on the periodic orbit
as x∗0 := ∆(x∗) and defines the invariant ODE solution
by ϕ∗(t) := ϕ(t, x∗0, ξ), then the periodic orbit can be
expressed as O := {x = ϕ∗(t) | 0 ≤ t < T ∗}, where T ∗ is
the fundamental period given by T ∗ := T (x∗0, ξ).

2.3 Parameterized Poincaré Map and H∞ Control Problem

In order to robustly orbitally stabilize the periodic orbit
O for the closed-loop hybrid model (1) in the presence of
the unknown discrete-time disturbance d ∈ D, we define a
parameterized Poincaré map P : X × Ξ×D → X by

P (x, ξ, d) := ϕ (T (∆ (x, ξ) + d, ξ) ,∆ (x, ξ) + d, ξ) (5)

which describes the evolution of the closed-loop hybrid
model on the Poincaré section S according to the following
discrete-time dynamical system (see Fig. 1)

x[k + 1] = P (x[k], ξ, d[k]) , k = 0, 1, 2, · · · . (6)

Here {d[k]}∞k=0, with d[k] ∈ D for k = 0, 1, 2, · · · , rep-
resents a sequence of unknown disturbances in the reset
model. In addition, from the invariance condition in As-
sumption 1, one can conclude that x∗ is an invariant fixed
point for the Poincaré map (5) in the absence of d, that is,

P (x∗, ξ, 0) = x∗, ∀ξ ∈ Ξ.

By defining a set of controlled outputs c(x) ∈ C ⊂ Rr, the
discrete-time dynamical system on the Poincaré section
becomes

P :

{
x[k + 1] = P (x[k], ξ, d[k])
c[k] = c (x[k])

(7)

for which d[k] acts as an exogenous input. The objective is
then to tune the parameter vector ξ such that (1) the fixed
point x∗ becomes exponentially stable for the discrete-
time system (7) for d = 0, and (2) the effect of the
disturbance d on the output c is minimized. To make this
notion more precise, we linearize the dynamics (7) around
(x, d) = (x∗, 0) and denote the linearized system by ∂P as
follows

∂P :


δx[k + 1] =

∂P

∂x
(x∗, ξ, 0) δx[k] +

∂P

∂d
(x∗, ξ, 0) d[k]

δc[k] =
∂c

∂x
(x∗) δx[k],

(8)

where δx[k] := x[k] − x∗, δc[k] := c[k] − c∗, and c∗ :=
c(x∗). Next, we are interested in the following optimal H∞
problem.

Problem 1. (Optimal H∞ Control Problem). The optimal
H∞ control problem of parameter γ consists of finding the
parameter vector ξ ∈ Ξ such that

(1) the Jacobian matrix ∂P
∂x (x∗, ξ, 0) is Hurwitz, and

(2) the H∞ norm of the transfer function relating the
disturbance d[k] to the output δc[k] is less than γ,
that is, ‖Tdc(z)‖H∞ < γ, in which

‖Tdc(z)‖H∞ := sup
0<‖d‖2<∞

‖δc‖2
‖d‖2

(9)

is the H∞ norm and ‖d‖2 :=
(∑∞

k=0 d
>[k] d[k]

) 1
2 and

‖δc‖2 :=
(∑∞

k=0 δc
>[k] δc[k]

) 1
2 are the L2 norms.

Section 3 will present an optimization algorithm to solve
Problem 1 in an iterative manner.

3. ITERATIVE ROBUST STABILIZATION
ALGORITHM

The objective of this section is to create an iterative op-
timization algorithm to overcome the curse of dimension-
ality and lack of closed-form expressions for the Poincaré
map in designing optimal H∞ continuous-time controllers.
The proposed algorithm is developed based on BMIs and
LMIs and generates a sequence of controller parameters
{ξj}, where the superscript j represents the iteration
number. The objective is then to converge to a set of
parameters satisfying the requirements of the optimal H∞
problem as stated in Problem 1. The steps of the algorithm
include: (1) Sensitivity analysis, (2) BMI optimization, and
(3) Iteration. In what follows, we shall address these steps.

3.1 Sensitivity Analysis

The objective of the sensitivity analysis is to make use of
the first-order approximations of the state and disturbance
Jacobian matrices ∂P

∂x (x∗, ξ, 0) and ∂P
∂d (x∗, ξ, 0) during

each iteration to translate the optimalH∞ control problem
into an approximate H∞ problem which can be effectively
solved using a BMI optimization framework. In particular,
during iteration j, based on Taylor series expansion of the
Jacobian matrices around ξj , one can have

∂P

∂x

(
x∗, ξj+1, 0

)
≈ ∂P

∂x

(
x∗, ξj , 0

)
+

p∑
i=1

∂2P

∂ξi∂x

(
x∗, ξj , 0

)
∆ξji

∂P

∂d

(
x∗, ξj+1, 0

)
≈ ∂P

∂d

(
x∗, ξj , 0

)
+

p∑
i=1

∂2P

∂ξi∂d

(
x∗, ξj , 0

)
∆ξji ,

(10)

where ∆ξj := ξj+1 − ξj :=
(

∆ξj1, · · · ,∆ξjp
)>
∈ Rp is

a sufficiently small increment in controller parameters.

Here, the second-order derivatives ∂2P
∂ξi∂x

(
x∗, ξj , 0

)
∈ Rn×n

and ∂2P
∂ξi∂d

(
x∗, ξj , 0

)
∈ Rn×n for i = 1, · · · , p are called

state and disturbance sensitivity matrices, respectively. A



systematic way to calculate the sensitivity matrices can be
found in (Akbari Hamed et al., 2014, 2015), which relates
the sensitivity matrices to the nonlinear model using the
variational equation (Parker and Chua, 1989, Appendix
D). Using (Akbari Hamed et al., 2014, Theorem 2), there

exist matrices Aj0, Aj1, Bj0 and Bj1 such that the first-order
approximations during iteration j can be written in the
following compact forms

∂P

∂x

(
x∗, ξj , 0

)
+

p∑
i=1

∂2P

∂ξi∂x

(
x∗, ξj , 0

)
∆ξji (11)

= Aj0 +Aj1
(
I ⊗∆ξj

)
∂P

∂d

(
x∗, ξj , 0

)
+

p∑
i=1

∂2P

∂ξi∂d

(
x∗, ξj , 0

)
∆ξji (12)

= Bj0 +Bj1
(
I ⊗∆ξj

)
,

where “⊗” denotes the Kronecker product. Next, by defin-
ing the constant matrix C := ∂c

∂x (x∗), we form the first-
order approximation of dynamics (8) during iteration j as
follows

∂P̂j :

{
δx[k + 1] = Â

(
ξj ,∆ξj

)
δx[k] + B̂

(
ξj ,∆ξj

)
d[k]

δc[k] = C δx[k],
(13)

in which Â(ξj ,∆ξj) := Aj0+Aj1(I⊗∆ξj) and B̂(ξj ,∆ξj) :=

Bj0+Bj1(I⊗∆ξj) represent the first-order Jacobian approx-
imations. We then present the following approximate H∞
problem for robust stabilization of the origin for (13) to
tune the optimal increment in controller parameters ∆ξj .

Problem 2. (Approximate H∞ Problem during Iteration j).
The approximate H∞ control problem of parameter γ for
∂P̂j consists of finding a sufficiently small increment of
controller parameters ∆ξj such that

(1) the first-order approximation of the Jacobian matrix

Â(ξj ,∆ξj) is Hurwitz, and
(2) the H∞ norm of the transfer function relating d[k] to

δc[k] in (13) is less than γ.

3.2 H∞ BMI Optimization

The objective of this section is to translate the approxi-
mate H∞ control problem during iteration j into a BMI
condition. A BMI optimization problem is then set up to
tune the optimal controller parameters ∆ξj . We present
the following theorem.

Theorem 1. (BMIs for the Approximate H∞ Problem). For
the discrete-time dynamical system (13), the following
statements are equivalent:

(1) The matrix Â
(
ξj ,∆ξj

)
is Hurwitz and

‖Tdc(z)‖H∞

=

∥∥∥∥C (zI − Â (ξj ,∆ξj))−1

B̂
(
ξj ,∆ξj

)∥∥∥∥
H∞

< γ.

(2) There exists W = W> > 0 such that the following
BMI condition is satisfied
−W WÂ

(
ξj ,∆ξj

)
WB̂

(
ξj ,∆ξj

)
0

? −W 0 C>

? ? −γ2I 0
? ? ? −I

 < 0. (14)

Proof. See Appendix A.

Next we setup the following BMI optimization problem

min
W,∆ξj ,µ,η

ρµ+ η (15)

s.t.


−W WÂ

(
ξj ,∆ξj

)
WB̂

(
ξj ,∆ξj

)
0

? −W 0 C>

? ? −µI 0
? ? ? −I

 < 0

(16)[
I ∆ξj

? η

]
> 0 (17)

η < ηmax (18)

W > 0, µ > 0. (19)

Using Schur’s Lemma, the LMI condition (17) introduces
the dynamic upper bound η on the norm of the increment
of controller parameters as η > ‖∆ξj‖22 to have a good
approximation based on Taylor series expansion in (10).
In addition, ηmax is a static upper bound on η. The
BMI feasibility condition (16) guarantees the approximate
H∞ control condition with the parameter µ := γ2. The
cost function (15) then minimizes a linear combination of
the dynamic upper bound η and the H∞ parameter µ.
Finally, ρ > 0 is a weighting factor as a trade-off between
decreasing µ and η.

3.3 Iteration

Let (W ?,∆ξj?, µ?, η?) be a local 1 minimum for the BMI
optimization problem (15)-(19). If the requirements of
Problem 1 are satisfied at

ξj+1 = ξj + ∆ξj? (20)

the algorithm terminates otherwise it continues by coming
back to the Sensitivity Analysis step around ξj+1. In case
the BMI optimization is not feasible, then the search
process is not successful and the algorithm terminates.

3.4 Sufficient Conditions for Stabilization of the Orbit

This section presents some sufficient conditions for the
convergence of the iterative algorithm in stabilizing the
periodic orbit at a finite number of steps. The sufficient
conditions are expressed in terms of the second-order
derivatives of the Jacobian matrix (i.e., third-order deriva-
tives of the Poincaré map) and can be related to the notion
of convexity. To simplify the analysis, we assume that the
disturbance Jacobian matrix is zero.

Theorem 2. (Convergence of the Iterative Algorithm for
Stabilization of the Hybrid Periodic Orbit) Consider the
Poincaré map P (x, ξ, d) ∈ Rn, in which ξ ∈ Rp. Define
the Jacobian matrix A(ξ) := ∂P

∂x (x∗, ξ, 0) ∈ Rn×n and

assume B(ξ) := ∂P
∂d (x∗, ξ, 0) = 0. Suppose further a(ξ) :=

vec(A(ξ)) ∈ Rn2

represents the vectorization of the matrix
A(ξ). Assume that the approximate H∞ BMI problem
during the iteration number j is feasible and let ∆ξj?

represent a local optimal solution (not necessarily the
global solution). Then the following statements are correct.

1 More details about local optimality will be presented in Remark
2.



(1) For n > 1, there exist ε > 0 and a smooth function

F : Rn2 → Rn+1 by

F (a) := (F1 (a) , · · · , Fn+1 (a))
>

such that the algorithm stabilizes the origin for the
discrete-time system δx[k + 1] = A(ξ) δx[k] at ξj+1

(i.e., iteration j + 1) if (1) ‖∆ξj?‖ < ε and (2) the
following conditions are satisfied at ξ = ξj

n2∑
l=1

∂Fv
∂al

(a (ξ))
∂2al
∂ξ2

(ξ) < 0 (21)

for v = 1, · · · , n + 1. In (21), al(ξ) represents the

l-th component of a(ξ) and ∂2al
∂ξ2 (ξ) denotes the

corresponding Hessian matrix.
(2) For n = 1, there exists ε > 0 such that the algo-

rithm stabilizes the origin for the discrete-time system
δx[k + 1] = a(ξ) δx[k] at ξj+1 if (1) ‖∆ξj?‖ < ε and
(2) the following condition is satisfied at ξ = ξj

a(ξ)
∂2a

∂ξ2
(ξ) < 0. (22)

Proof. See Appendix B.

Remark 1. For n > 1, Theorem 2 presents a set of n +

1 LMI conditions in terms of Hessian matrices ∂2al
∂ξ2 (ξ)

for l = 1, · · · , n2 to stabilize the periodic orbit. These
conditions can be viewed as n + 1 requirements on the
convexity of the Jacobian matrix elements. For n = 1,
theorem states some similar results. In particular, the
algorithm converges if the function a(ξ) is concave (resp.
convex) at ξ = ξj and a(ξj) > 0 (resp. a(ξj) < 0).

Remark 2. BMIs are NP-hard problems (Toker and Ozbay,
1995). Available software packages like PENBMI (Henrion
et al., 2005) are general purpose solvers which guarantee
the convergence to a critical point satisfying the first-order
Karush-Kuhn-Tucker (KKT) conditions. We remark that
the sufficient conditions for the convergence of the iterative
algorithm in Theorem 2 do not require the global solution
for theH∞ BMI problem (15)-(19). Section 4 will illustrate
the power of the algorithm by finding H∞ stabilizing
solutions for a hybrid system with 18 state variables and
80 controller parameters.

4. APPLICATION TO UNDERACTUATED BIPEDAL
RUNNING

This section applies the results of the previous sections
to design H∞ stabilizing virtual constraints for a dynamic
model of planar (2D) running of ATRIAS (Ramezani et al.,
2013). Virtual constraints are a set of holonomic output
functions defined in the configuration space of the mechan-
ical system to coordinate the links of the robot within a
stride (Grizzle et al., 2001; Westervelt et al., 2007, 2003;
Freidovich et al., 2009; Ames, 2014; Akbari Hamed and
Grizzle, 2014; Gregg and Sensinger, 2014; Gregg et al.,
2014; Chevallereau et al., 2003, 2009; Sreenath et al., 2013;
Maggiore and Consolini, 2013; Shiriaev et al., 2004). They
are enforced asymptotically by continuous-time feedback
control. Virtual constraint controllers have been validated
experimentally for 2D and 3D walking and running robots
as well as 2D powered prosthetic legs (Westervelt et al.,
2007; Chevallereau et al., 2003; Sreenath et al., 2013;

Buss et al., 2014; Martin et al., 2014; Ames et al., 2014;
Gregg et al., 2014; Martin and Gregg, 2015). However, for
mechanical systems with more than one degree of under-
actuation, the stability of periodic walking/running gaits
depends on the choice of virtual constraints (Chevallereau
et al., 2009). Previous work in the literature made use
of “physical intuition” to design stabilizing virtual con-
straints (Chevallereau et al., 2009; Sreenath et al., 2013;
Ramezani et al., 2013) and there was not any systematic
algorithm to design them. In this paper, we make use of the
proposed algorithm to systematically design H∞ stabiliz-
ing virtual constraints. Mathematically, we are interested
in the following problem.

Problem 3. (Optimal H∞ Virtual Constraints). Let ẋ =
f(x) + g(x)u represent the Lagrangian dynamics for the
hybrid model of bipedal running, where u ∈ U ⊂ Rm
denotes the continuous-time controller. Consider a family
of parameterized holonomic output functions

y := h(x, ξ) ∈ Y ⊂ Rm (23)

vanishing on the desired periodic orbit O with the relative
degree vector being (2, · · · , 2). Let the parameterized I/O
linearizing continuous-time feedback law take the form

u (x, ξ) = − (Lg Lf y)
−1 (

L2
f y + kd ẏ + kp y

)
where kp, kd > 0 are positive PD gains. The optimal H∞
virtual constraints problem of parameter γ then consists
of finding output parameters ξ such that the conditions of
Problem 1 are satisfied for the closed-loop hybrid model
(1), in which f cl(x, ξ) := f(x) + g(x)u(x, ξ).

For the purpose of this paper, the virtual constraints are
expressed as

y = h(x, ξ) := H(ξ) (q − qd(θ)) ,

in which q represents the generalized coordinates and θ(q)
denotes the phasing variable to represent the biped’s pro-
gression through the gait cycle during continuous phases.
In particular, the phasing variable is strictly monotonic
(i.e., strictly increasing or decreasing) scalar holonomic
quantity to play the role of time in expressing the desired
orbit. In addition, qd(θ) represents the desired evolution
of the generalized coordinates on the periodic orbit O
in terms of θ. Finally, H(ξ) is an output matrix to be
determined whose columns form the parameter vector ξ,
i.e., ξ = vec(H).

During the stance and flight phases, ATRIAS has 9 and
11 DOFs, respectively with 4 actuators (Ramezani et al.,
2013; Buss et al., 2014). In what follows, O is a desired
periodic running gait at 1.9 (m/s) designed using the
motion planning algorithm of (Sreenath et al., 2013). The
nominal impact model, x+ = ∆(x−), assumes instanta-
neous rigid contacts with impulsive forces (Hurmuzlu and
Marghitu, 1994; Sreenath et al., 2013). We further assume
that there is a discrete-time uncertainty in the impact
model denoted by d ∈ D, as given in (1). An initial set
of virtual constraints with the parameter vector ξ0 ∈ R80

is assumed based on physical intuition to initiate the H∞
iterative algorithm 2 . For this set of virtual constraints,
the dominant eigenvalues of the 17 × 17 Jacobian of the

2 In this paper, ξ includes the elements of the output matrices during
the stance and flight phases. In particular, during the stance and
flight phases, the output matrices are 4 × 9 and 4 × 11, respectively.



Poincaré map 3 and the corresponding spectral radius be-
come {0.2329±0.5787i,−0.1999} and 0.6238, respectively.
Hence, the periodic orbit is stable. However, the H∞
norm of the transfer function Tdc(z), relating the impact
model uncertainty to the COM velocity (the discrete-time
output c(x) is taken here as the robot’s COM velocity on
the Poincaré section) is 7.5930. To minimize ‖Tdc(z)‖H∞ ,
while preserving the stability of the periodic orbit, we
employ the iterative BMI algorithm with the weighting
factor ρ = 0.1 and ηmax = 1 (see (15)-(19)).

To solve the approximate H∞ control problems (15)-(19)
during each iteration of the algorithm, we make use of the
PENBMI solver from TOMLAB (2015) integrated with
MATLAB environment through the YALMIP (Lofberg,
2004). The BMI optimization procedure on a computer
with dual 2.3 GHz Intel Xeon E5-2670 v3 processor takes
approximately 20 minutes. The algorithm successfully con-
verges to an optimized virtual constraints after 44 itera-
tions at which the spectral radius and H∞ norm of Tdc(z)
become 0.1424 and 1.8324, respectively (77% decrease in
the spectral radius and 76% decrease in the H∞ norm).
To demonstrate the robustness of the optimal solution,
Fig. 3 illustrates the x and y components of the deviation
in ATRIAS’ COM velocity for the nominal (i.e., initial)
virtual constraints and the BMI optimized ones when a
white Gaussian disturbance d[k] is assumed in the velocity
components of the impact model. Figure 4 depicts the
phase portrait of the torso pitch angle for the H∞ opti-
mized closed-loop system during 100 consecutive running
steps. Here, the simulation starts off of the orbit at the
beginning of the stance phase with an initial error of +15
(deg/s) in the velocity components. Rapid convergence to
the periodic orbit can be seen from the figure.

5. CONCLUSION

This paper introduced an optimization algorithm for the
systematic design of optimal H∞ continuous-time con-
trollers for periodic orbits of hybrid dynamical systems.
The algorithm was developed based on an iterative se-
quence of optimization problems involving BMIs and
LMIs. The algorithm can address a general form of H∞
parameterized and nonlinear feedback control schemes. It
furthermore accounts for high degrees of underactuation
and can be solved effectively with available software pack-
ages. The simulation results demonstrate the capability
of the numerical algorithm in converging to an optimal
H∞ controller for a hybrid system of bipedal running with
18 state variables, 80 controller parameters, and discrete-
time uncertainties in impact models. In future research,
we will investigate the scalability of the algorithm and its
capability in stabilizing larger size problems with a broader
range of continuous- and discrete-time uncertainties. We
will also investigate design of decentralized feedback con-
trollers for underactuated bipedal robots based on the
proposed algorithm.
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Appendix A. PROOF OF THEOREM 1

Pre and post multiplying the inequality (14) by the block
diagonal matrix

block diag{W−1, I, I, I}
and next applying Schur’s Lemma on the result yieldÂ>WÂ−W Â>WB̂ C>

? B̂>WB̂ − γ2 I 0
? ? −I

 < 0.

The remaining of the proof is according to the discrete-
time version of the Bounded Real Lemma provided in
(Gahinet and Apkarian, 1994; Doyle et al., 1991) .

Appendix B. PROOF OF THEOREM 2

Part (1). Using a procedure analogous to that presented in
Appendix A, it can be shown that the matrix inequality 4−W WA 0 0

? −W 0 I
? ? −µI 0
? ? ? −I

 < 0

for µ > 0 is equivalent to matrix A ∈ Rn×n being
Hurwitz. Using Jury stability criterion, one can present
a set of n + 1 scalar smooth conditions on the elements
of the A matrix to have the roots of the characteristic
polynomial λ(z) := det(z I − A) = 0 inside the unit
circle. These conditions can be expressed as F (a) < 0,
where a := vec(A) and “vec” denotes the vectorization
operator. Two of these conditions correspond to λ(1) > 0
and (−1)nλ(−1) > 0 which are smooth in terms of a.
Hence, we choose

F1(a) := −det(I −A) < 0

F2(a) := (−1)n+1det(−I −A) < 0.

4 Without loss of generality we assume that the output is taken as
c(x) := x.

For n > 1, the remaining n − 1 conditions correspond to
the Jury array and can be expressed as

|αi(a)| < |βi(a)|, i = 1, 2, · · · , n− 1, (B.1)

where αi(a) and βi(a) are smooth functions in terms of
a. To form the corresponding components of F , one can
rewrite condition (B.1) as

Fi+2(a) := (αi(a))
2 − (βi(a))

2
< 0, i = 1, 2, · · · , n− 1

(B.2)
to make F smooth in terms of a. Next, let

â(ξ,∆ξ) := a(ξ) +
∂a

∂ξ
(ξ) ∆ξ ∈ Rn

2

represent the first-order approximation of the vector a(ξ+
∆ξ). Since the approximate problem during iteration j is
feasible, we have

F
(
â
(
ξj ,∆ξj?

))
< 0.

Introduce the error function

E(∆ξ) := F
(
a
(
ξj + ∆ξ

))
−F

(
â
(
ξj ,∆ξ

))
∈ Rn+1 (B.3)

for which E(0) = 0 and ∂E
∂∆ξ (0) = 0. A set of sufficient

conditions to terminate the algorithm at ξ = ξj+1 is that
the error function E(∆ξ) reaches a local maximum at
∆ξ = 0 so that E(∆ξ) ≤ 0 for sufficiently small ‖∆ξ‖
or

F
(
a
(
ξj + ∆ξ

))
≤ F

(
â
(
ξj ,∆ξ

))
< 0.

It can be shown that for v = 1, · · · , n+ 1

∂Ev
∂∆ξ

(∆ξ) =

n2∑
l=1

∂Fv
∂al

(
a
(
ξj + ∆ξ

)) ∂al
∂ξ

(
ξj + ∆ξ

)
−

n2∑
l=1

∂Fv
∂al

(
â
(
ξj ,∆ξ

)) ∂al
∂ξ

(
ξj
)

which in turn with some straightforward calculations re-
sults in

∂2Ev
∂∆ξ2

(0) =

n2∑
l=1

∂Fv
∂al

(
a
(
ξj
)) ∂2al

∂ξ2

(
ξj
)
.

Hence, if the requirements at (21) are satisfied at ξ = ξj ,
then the Hessian matrices become negative definite, i.e.,

∂2Ev
∂∆ξ2

(0) < 0, v = 1, · · · , n+ 1,

and sufficient optimality conditions are met at ∆ξ = 0.
Hence, there is ε > 0 such that E(∆ξ) ≤ E(0) = 0 for all
‖∆ξ‖ < ε and in particular for ∆ξ = ∆ξj?. This completes
the proof of Part (1).

Part (2). In the scalar case, the origin is exponentially
stable for δx[k + 1] = a(ξ) δx[k] if and only if

F (a) := a2 − 1 < 0.

Defining an error function like (B.3) and analysis analo-
gous to that presented in Part (1) result in the following
sufficient conditions for ∆ξ = 0 being a local maximum

∂2E

∂∆ξ2
(0) =

∂F

∂a

(
a
(
ξj
)) ∂2a

∂ξ2

(
ξj
)

= 2a
(
ξj
) ∂2a

∂ξ2

(
ξj
)
< 0.

This completes the proof of Part (2).


